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Case Study: Replication Crisis

Hidden Brain: The Scientific Process, NPR

1 Stereotype Susceptibility: Identity Salience and Shifts in Quantitative
Performance, Psychological Science (1999), Shih et. al.

Asian Women reminded of either heritage or gender before math test.

Conclusion: Stereotypes can positively or negatively affect performance.

Significant impact in Psychology (760 citations) until...

2 Replication studies in Social Pscyhology 2014 speacial issue

Replication Attempt of Stereotype Susceptibility, Gibson et. al.

A Second Replication Attempt of Stereotype Susceptibility, Moon and
Roeder

3 Conclusion drawn: At least a third of scientists are wrong
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Society vs Statisticians
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ASA’s Statement on p-Values: Context Process and Purpose

Why: Statisticians / p-values getting blamed for replicability crisis in
popular media

When: 2016

Who: ASA Board and 21 Expert Statisticians

What:

1 Correct interpretation of p-value

5 Common misuses:

1 Pr(H0|Data)

2 practical significance

3 P < .05

4 selective p-value reporting

5 use of only a p-value

Summary: “It does not tell us what we want to know, and we so
desperately want to know what we want to know that, out of desperation,
we nevertheless believe that it does” - Cohen (1994)
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The Aftermath of ASA Statement

Q: Is there an “Incompleteness in the foundations of Statistics”?
Krants (1999). JASA review of book “What if there were no significance tests”

A: Answers may vary, somea new ideas
5000+citations

TAS Special issue on p-values

Refocusing on Replicability Crisis
The ASA president’s task force statement on replicability and statistical significance

Selective Inference: Silent Killer of Replicability - Benjamini (2020)

Nice review of TAS special issue and context

Misguided Attack on p-values

Replicability crisis: Consequence of “The Industrialization of the Scientific
Process”

a “After four decades of severe criticism, the ritual of null hypothesis significance testing - the mechanical dichotomous decisions around a
sacred 0.05 criterion - still persists” Cohen (1994)
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What is Replicability?

Definition

Replicability is the ability of a scientific experiment X to to be repeated to
obtain a consistent result T (X )

An experiment is reproduced if Trep(Xorig ) ≈ Torig (Xorig )

An experiment is replicated if Trep(Xrep) ≈ Torig (Xorig )

Reproducible experiments need not replicate: T (Xrep) 6= T (Xorig )

Focus: Reproducible experiments + replication of “publication” (say
Porig < 0.05)
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Replication Probabilities for P < α

Assume perfect replication: Prep
d
= Porig

Probability of replicating publication (Porig < α):

Pr(Prep < α) = Pr(H0)× Pr(Prep < α|H0) + Pr(H1) Pr(Prep < α|H1)

= π0 × α + (1− π0)× (1− β)

1 − β: Power / Probability of replicating if H0 false

π0: Probability / Proportion true nulls tested

α: Type 1 error / Probability replicating if H0 true

Proportion of false positives we’re trying to replicate

FPR = Pr(H0|Porig < α) =
π0 × α

π0 × α + (1− π0)× (1− β)
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Open Science Collaboration Data

100 published studies from in mainstream Pscyhology journals in 2008
replicated

P-values for original and replicated studies available for 73

How many studies will replicate statistical significance?

Original P−values
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Figure: Histogram of 73 Originally Published p-values
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Open Science Collaboration Data

100 published studies from in mainstream Pscyhology journals in 2008
replicated

P-values for original and replicated studies available for 73

How many studies will replicate statistical significance P < .05? 27
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Figure: Histograms of 73 Originally Published and 73 Replicated p-values
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What Happened?

Q1: Why would only 27 / 70 replicate statistical significance?

A1: On the Reproducibility of Psychological Science, JASA, Johnson et. al.
(2017).

About half are False Positives!

F̂PR =
π0 × α

π0 × α + (1− π0)× (1− β)
= 0.49

π̂0 = 0.87 or 0.93!!!!

Q2: Is this a broader problem?

A2: YES If P < 0.05 and π0 large.

“Why most published research findings are false” - Ioannidis (2005).

“The Industrialization of the Scientific Process” in Benjamini (2020)
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Proposed Solutions

Some recommendations in the literature:

Report P = p (not P < p) and other summaries - Wasserstein et.al,
Summary of TAS Special issue on p-values, TAS (2019)

Redefine Statistical Significance: P < 0.005 - Benjamin + 71, Nature
(2017)

Justify your α - Lakens + 87, Nature (2018)

What most proposed solutions have in common

1 Recognize issue: False Positive Rate

2 Recognize cause: π0 large and/or (1− β) small.

3 Recognize solution: Must involve π0 and/or (1− β).

What is missing from the literature? A FORMAL FRAMEWORK
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Basic Elements

Data/p-value/test stat: X1, X2, ..., Xm

Hypotheses: H1, H2, ..., Hm null hypotheses (Hi = 0 or 1)

Basic Model: Xi ∼ fi (x) = π0i f0i (x) + (1− π0i )f1i (x)

p-Value Model: fi (p) = π0i + (1− π0i )γip
γi−1

Ex: powi = 0.05γi or γi = log(powi )/ log(.05)

Publication Decisions: δ1, δ2, ..., δm where δi = 0 (“do not publish”) or 1
(“publish”)

If δi = 0, Xi unobservable

If δi = 1, some information is observable

δi should depend on Xi but need not

Required:E [δi ] is well defined so replicable
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The Thesis

Local false discovery rate:

lfdri =
π0i f0i (xi )

fi (xi )
=

π0i

π0i + (1− π0i )γip
γi−1
i

False Publication Rate:

FPR = E

[∑
i (1− Hi )δi∑

i δi ∨ 1

]

Thesis

If the local false discovery rate is published whenever a study
published, then the false publication rate can be addressed.

lfdri is minimally sufficient

(Pi , π0i , γi ) or (Pi , π0i , powi ) are sufficient

Pi is not sufficient
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FPR Control

Theorem

Let H1,H2, ...,Hm be hypotheses of interest from studies X1,X2, ...Xm. Consider
community wide publication policy

δ(x) = [I (lfdr1 < t), I (lfdr2 < t), ..., I (lfdrm < t)].

If X = (X1,X2, ...Xm) is a mutually independent collection then FPR ≤ t.

Remark: FPR << t

Corollary: If t(α) chosen such that lfdr < α among published lfdr values,
then FPR ≤ α.

Not directly practical
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FPR Estimation

Theorem

Consider a well defined decision process that results in r published lfdr values.
Define estimate

F̂PR =
1

r

r∑
i=1

lfdri .

Then E [F̂PR] = pFPR ≈ FPR.

Important: Only need to 1. observe lfdr among published studies and 2.
compute an average

Examples:
δi = I (lfdri < t)
δi = I (lfdri < ti ) for ti chosen based on impact, scope, ...
δi = I (pi < α)
δi = I (pi < αi ) for αi chosen based on impact, scope, ...
δi = I (Heads on coin toss)
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Motivation: Unlikely that π0i and powi are known precisely in practice.

Summary of Theorems 2 and 4: Methods are Robust

The FPR is controlled and conservatively estimated if

E [lfdr ] ≤ E [lfdr
′
]

for lfdr ′i used in estimation or policy, but lfdri is correct.

Interpretation: Conservative specifications of parameters work but aren’t
necessary

Examples:
π′0 ≥ maxi π0i

π′0 ≥ E [π0i ]
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Revisiting Open Science Collaboration Data

Question: What if the 73 original studies had provided lfdr-values? What
could we have learned without a replication?

Answer: First some details from Johnson et. al (2017) and Habiger and
Liang (2022)

Hi : ρi = 0

π̂0 = 0.87 and π̂0 = 0.93

BFi = BF (ni , zi )

lfdri = π̂0
π̂0+(1−π̂0)BFi

= 0.93
0.93+0.07BFi
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FPR Estimates: Original Publication Rule

F̂PR = lfdr = 0.52
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FPR Estimates: Original Publication Rule + P < 0.005

F̂PR = lfdr = 0.24
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FPR Estimates: Original Publication Rule + lfdr< .5

F̂PR = lfdr = 0.16
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FPR Estimates: Original Publication Rule + lfdr< .2

F̂PR = lfdr = 0.05

0.00 0.01 0.02 0.03 0.04 0.05 0.06

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

porig

lfd
r o

rig

1

2

3

4

5

6

7
8
9

10

11

12

13

14

15

16

17

18

19

20
21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38
39

40

41

42

43

44

45
46

47

48

49

50

51

5253

54

55

56

57

58

59

60

61

6263

64

65
66

67

68

69

70

71

Josh Habiger with Ye Liang Publication Policies for Replicable Research: Addressing the False Publication Rate



Background
Publication Policies

Application
Concluding Remarks

References

Recap

Replicability crisis: Due (in part) to high false positive rate attributable to
P < 0.05 when π0 large and/or powi low.

Contributions of Habiger and Liang (2022): Formalize proposed solutions

(Pi , π0i , powi ) are sufficient

lfdri is minimally sufficient

Pi is not sufficient

Illustration: If lfdri ’s are reported then simple solutions / estimators are
available.
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What’s Next?

Most Obvious Limitation: lfdri = lfdr(Xi , π0, pow)

Patience - think decades

Next steps

Methodological (π̂0, γ̂i )

Broad dissemination

Publication policy δ

Marketing

Resilience
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G. Lodder, J. Lukavský, C. Madan, D. Manheim, S. R. Martin, A. E. Martin, D. Mayo, R. J. McCarthy, K. McConway, C. McFarland,
A. Nio, G. Nilsonne, C. L. Oliveira, J. O. Xivry, S. Parsons, G. Pfuhl, K. Quinn, J. J. Sakon, S. A. Saribay, I. Schneider, M. Selvaraju,
Z. Sjoerds, S. G. Smith, T. Smits, J. R. Spies, V. Sreekumar, C. N. Steltenpohl, N. Stenhouse, W. Światkowski, M. A. Vadillo, M. V.
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